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ABSTRACT: This paper considers the demographic process of Kazakhstan 

over the past 10 years, taking into account the influence of the main factors from 

the socio-economic spheres. Were investigated and analyzed the numerical 

characteristics of the investigated statistical indicators of factors affecting 

population growth in 2009-2020. As a result of analysis and calculation, it was 

found that with an increase in wages, the standard of living of the population will 

increase, the more healthcare organizations, the more human capital will develop, 

and in large industrial areas, the population will be more concentrated. The article 

used modern analytical methods based on machine learning technologies ARIMA 

(Autoregressive Integrated Moving Average), LSTM (Long-Short-Term 

Memory) and Prophet, to obtain the country's demographic forecasts for future 

periods. As a result of comparing the operation of these algorithms, we found the 

advantage of using the Prophet model.  

 

 

1. INTRODUCTION 

The purpose of the work is to develop an information 

system that allows you to develop predictive indicators 

of the demographic process of the Republic of 

Kazakhstan, for making strategic, management, 

investment decisions using neural network modeling. 

Neural network modeling is a promising area of 

research due to the ability to reproduce complex 

nonlinear dependencies and approximate complex 

functions. The main implemented tasks:  

I. A literature review, an analysis of the modern practice 

of using mathematical models used to obtain forecasts 

regarding the demographic process. 

II. The statistical and multivariate analysis of the 

process under consideration in the period from 2009 to 

2020 has been investigated and carried out, the 

composition of input and output socio-economic factors 

is determined. 

III. Models have been selected for predicting the 

demographic process using a neural network 

mathematical model. 

IV. The constructed model was implemented using 

object-oriented programming (OOP). 

V. A comparative analysis of the developed 

methodology and tools for neural network forecasting 

of the demographic process of the Republic of 

Kazakhstan, an assessment of the possibility of their use 

for the development of current, strategic management, 

and investment decisions. 

Demographic trends are based on certain social 

relations formed in society. Therefore, the study of the 

population includes demography, politics, economics, 

medicine, mathematics, ethnography, etc. is closely 

related to several sciences. Using their research 

methods, experience and materials, demography, in 

turn, provides the necessary data for other sciences. The 

use of demographic coefficients and ways to compare 

them is also one of the methods of self-study of 

demography. 

http://scjournal.ius.edu.ba/
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Among the first studies on the historical and social 

development of demographic trends in Kazakhstan were 

those published by M. Chokai in the foreign press, M. 

Tynyshbayev in 1924. Data published in issues 2-3 of 

the magazine "Sana", etc. statistical works. Today in the 

republic professional demographers MB Tatimov, UM 

Iskakov, AB Gali, M. Sembin, E. Musabekov, S. 

Karasaev, A. Yelemesova, N. Ermekova, A. Alzhanova, 

etc. . In his works, the laws of growth and development 

of the Kazakh people in general, the people of 

Kazakhstan were studied. 

Let's review several information systems for modeling 

demographic trends: 

The World Data Atlas website 

(https://knoema.com/atlas/topics/Demographics) 

provides world and regional statistics, national data, 

maps, and ratings. 

ROSSTAT is a site of the Federal State Statistics 

Service (http://rosstatistika.ru/). This is due to the 

formation of official statistics in the field of social, 

demographic, economic, and environmental trends in 

the country. It has the function of control and 

supervision in the field of management of the statistical 

accounting system in the Russian Federation." 

Information and analytical system" (taldau.stat.gov.kz) 

is an interactive system of providing all relevant 

statistical and analytical information on statistical 

indicators of the Agency of the Republic of Kazakhstan 

on Statistics. Let's take a brief look at the research used 

by foreign scientists to predict agent-oriented models 

and machine learning algorithms in demographic 

processes. 

Silverman Eric, Bijak Jakub, Hilton Jason, Cao Viet 

Dung and Noble Jason [1] combine the methodological 

approaches of the two disciplines (social systems and 

social modeling) to study a model that confirms the 

concept of population change and health. In addition to 

agent-oriented modeling, it provides the ability to 

analyze everything from private households in the UK 

to the entire population. It also deepens in this direction 

through the use of statistical modeling methods, which 

allow for an in-depth study of uncertainty as a result of 

the interaction of model parameters. 

Mevin Hooten, Christopher Wikle, Michael Schwob [2] 

discuss different approaches to statistical agent-oriented 

models according to the data and show how to use 

multi-stage recursive Bayesian calculations and 

statistical modeling to identify models that do not 

require analytical knowledge. Here, the demographic 

survival model and the COVID-19 model are studied, 

and statistical procedures for the implementation of 

agent-oriented models are considered. 

In the works of AI Solovyov, SA Solovyov [3] divides 

the population by age groups, teaches methods of 

preparation and analysis of features of demographic 

data for artificial intelligence technologies and machine 

learning. Here we look at the missing data over time and 

how to fix them. Research has shown that paying special 

attention to certain historical periods of demographic 

data can improve the quality of machine learning. Only 

231 reviews of 22,618 articles published in English 

from 1980 to 2018 are reviewed in this direction [4]. It 

shows that the largest number of studies was conducted 

in the United States and China. The widespread use of 

the model of forecasting through machine learning in 

health care is evidence of the further development of 

machine learning technology. We use machine learning 

technology to identify and analyze the patterns of 

demographic data 

2. MACHINE LEARNING 

In this work, the modeling was carried out using 

machine learning methods. Today, machine learning 

(ML) technologies based on analysis are actively 

developing due to the rapid growth of computational 

technologies, in connection with this, patterns and 

predictions have become more complex, and the range 

of problems and tasks to be solved has expanded. To 

improve the quality of the forecast, it is necessary to 

carry out preliminary (preprocessing) processing of the 

collected information, since it is the most important 

stage in machine learning. At this stage, we had 

difficulties with collecting data. Since 2009, there were 

no data, or they were simply not enough to carry out a 

multivariate analysis. The actual dataset consists of 

statistical data on the demographic situation of the 

Republic of Kazakhstan, taking into account the main 

social and economic factors. The training and test 

sample will be formed here. 

Algorithm training is the initial and important stage in 

model development. To develop a predictive model of 

artificial intelligence (AI), it is required to divide the 

data set into input (independent, i.e. time series of the 

main factors) and output (dependent, i.e. unemployment 

rate or divorce rate, etc.). 

The development of models and methodological 

support for predicting the population in the coming 

periods of time is implemented using artificial neural 

networks (ANN). The use of ANN improves forecasting 

efficiency [5].  

When developing these models, two reliable methods 

of the ANN algorithm were used. 
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Figure 1:Machine learning processes 

 

The basic process of machine learning is shown in 

Figure 1. Here we adopt the general principles of data 

preparation for controlled learning and obtain error 

information. 

2.1 Data collection and preparation 

In the machine learning system, it is convenient to use 

the data in the form of tablets in the collection and 

preparation. In Figure 2, we see the same type of data in 

a column, and different types of data in rows. We get 2 

types of data that we need, namely, Date is a time series 

and demographics are real variables. Sometimes there is 

a lack of data in the collection of actual data. However, 

they are prepared for machine learning with the help of 

special methods. 

 
Figure 2:In a dataset presented as a table, rows are called 

observations and columns are features 

 

2.2 Teaching a model based on data 

First of all, we need to know exactly what problems can 

be solved through machine learning. Our study 

addresses the following issues: 

• What is the projected population next year? 

• How do living standards factors affect 

demographic indicators? 

• What is the impact of health indicators on 

demographics? 

• How does the estimated value of the population 

change under the influence of key factors? 

The first step in building a successful machine learning 

system is to formulate a question that our data must 

answer. For example, our schedule allows you to create 

a model of machine learning that predicts the 

population.  

In this case, we use the resident population as the target 

variable and consider all other variables as attributes 

that affect this target variable. Figure 3 shows an 

example of a data set. 

 

 
Figure 3: Machine learning modeling process 

 

2.3 Data preprocessing and feature design 

 

Any subject area requires specialized knowledge to 

decide which data to collect. It is this knowledge that is 

used to extract valuable information from the collected 

data, which is added to the features of the model being 

built.  Let's look at some basic examples [6]: 

 Date and time. These variables are often found in 

datasets. Among other things, we can get valuable 

information from them. For example, population 

statistics change over time. 

Location. Some datasets have coordinates in the 

form of latitude and longitude or place names. This 

information can sometimes be useful, but specific tasks 

require additional settings. For example, to predict a 

country's living standard, we need information on 

population density, average income, and the percentage 

of poor people. 

Digital means of communication. This group 

includes data such as texts, documents, images, and 

videos. 

2.4 Prophet and ARIMA models 

 

In this work, we use Prophet, or "Facebook Prophet" 

which is an open-source library for univariate (one 

variable) time series forecasting developed by 
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Facebook. To use Prophet for forecasting, first, 

a Prophet() object is defined and configured, then it is 

fit on the dataset by calling the fit() function and passing 

the data. The Prophet() object takes arguments to 

configure the type of model we want, such as the type 

of growth, seasonality, and more. By default, the model 

will work hard to figure out almost everything 

automatically[7]. 

ARIMA models (or in general, taking into account the 

seasonal ("seasonal") component, SARIMA) - 

Autoregressive Integrated Moving Average - a class of 

one of the most popular classical models for forecasting 

time series. Such models (integrable autoregressive 

models and moving average models) are flexible 

enough and can describe many characteristics of the 

series. In an autoregressive model, each value of the 

series is linearly dependent on the previous p values. 

The moving average model assumes that in the errors of 

the model for q previous steps, information about the 

history of the series is concentrated. 

Depending on the properties of the studied indicator, 

ARIMA models can include both models at once, or 

each separately (AR and MA). If we add to the ARMA 

P model series of autoregression terms spaced from 

each other by an interval equal to the series period value, 

and, similarly, Q terms moving average, then the model 

will include seasonal components and will be called 

SARMA (p, P, q, Q). 

yt=α+θ1yt-1+θ2yt-2+…+θpyt-p+εt+φ1εt-1+φ2εt-2+… 

+φqεt-q+θsyt-s+θ2syt-2s+… θpsyt-ps+φsεt-s+φ2sεt-2s+…                                    

+φQSεt-QS.                                                          (1)  

The parameters {θi}, {φi} and α are adjusted during 

model training. 

To estimate the parameters of the SARIMA model, 

graphs of autocorrelation and partial autocorrelation of 

the time series are built, and the values of the parameters 

are calculated in the following way: 

q is the last non-seasonal lag with significant 

autocorrelation; 

p is the last off-season lag with a significant partial 

autocorrelation; 

Q = Q’/S, where Q’ is the last seasonal lag with 

significant autocorrelation; 

P = P'/S, where P' is the last seasonal lag with 

significant partial autocorrelation. 

 

2.5 Forecasting quality metrics 

 

Most often, the following metrics are used to assess the 

quality of a time series prediction model: 

-MAE - Mean Absolute Error: 

 𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑡 − 𝑦𝑡̂|

𝑛

𝑡=1

,                                              (2) 

-RMSE - Mean Absolute Percentage Error: 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑡 − 𝑦𝑡̂)2

𝑛

𝑡=1

,                  (3) 

Where,  yt  is the true value of the time series,  (𝑦𝑡̂) 

is the time series value predicted by the model.  

n is the length of the considered section of the time 

series.  Also, the coefficient of determination is often 

calculated or 𝑅2 "Er-squared"), which shows the 

proportion of the explained variance in the data:  

   𝑅2 = 1 −
𝑅𝑆𝑆

𝑇𝑆𝑆
 ,                                                         (4)   

Where, 

 𝑅𝑆𝑆 = ∑ 𝑒𝑡
2 = ∑(𝑦𝑡 − 𝑦𝑡̂)2

𝑛

𝑡=1

 

𝑛

𝑡=1

                             (5) 

 𝑇𝑆𝑆 = ∑(𝑦𝑡 − 𝑦𝑡̅)2

𝑛

𝑡=1

                                              (6) 

Where, 𝑦𝑡̅ is the average value of the section of the time 

series for which the metric is calculated. The maximum 

achievable coefficient value determination is 1.0, which 

corresponds to the ideal case predictive model [8]. 

3 RESEARCH METHODOLOGY 

The development of a model and methodological 

support for predicting the demographic process using 

neural network tools was carried out after statistical 

analysis. The main task when working with an artificial 

neural network (ANN) is to determine its topology. 

Before choosing the ANN model, a correlation analysis 

was carried out, which boils down to identifying the 

most important factors affecting the effective indicator, 

measuring the tightness of the relationship between the 

factors, identifying unknown causes of relationships, 

and assessing the factors that have the maximum impact 

on the modeling result. At this stage, reducing the 

number of factors allows us to cope with another 

problem - the lack of examples for training neurons. 

Pre-processing of the data has been performed, 

including filtering and certain data transformations so 

that these data are measured in the same units and vary 

within reasonable limits, for example, in the interval 

[0.1] (or [-1.1]). 

Approbation of the developed methodology and tools 

for neural network forecasting is very important for the 

development of current and strategic management and 

investment decisions. The analysis of the quality of the 
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developed model is verified taking into account the 

criteria of adequacy and the analysis of the logical 

meaning of the resulting model on the test empirical 

data. In the study, we take the data for 2009-2019, given 

in table 1, as a time table. Initial data for analysis were 

obtained from the information-analytical system of the 

Statistics Agency of the Republic of Kazakhstan. 

Thus, the dependent sign - the resident population is 

denoted by y1, the сount of births - y2, the count of deaths 

- y3, the number of registered divorces - y4, the increase 

in migration - y5.  

Independent signs - macroeconomic indicators will be 

denoted by 𝑥𝑖. The studied indicators can be combined 

into factors and given the following names: 

Factor 1 is an economic factor on which the indicators 

depend: x1 is the number of officially registered 

unemployed(at the end of the year), x2 is the average 

monthly nominal accrued wages, Tenge. 

Factor 2 is a medical factor, which includes the 

following indicators: x3 is the number of hospital 

institutions, x4 is the number of hospital beds, x5 is the 

number of doctors of all specialties. 
 

Table 1 Demographic and economic development indicators 

of the Republic of Kazakhstan 

  
Indicator 

(variable) 
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 

D
e
m

o
g

ra
p

h
ic

 i
n

d
ic

a
to

r
s 

Resident 

population, 

thou.pple.- 

y1 

159 
82,4 

162 
03,3 

164 
40,5 

166 
73,9 

169 
10,2 

171 
60,9 

174 
15,7 

176 
69,9 

179 
18,2 

181 
57,3 

183 
95,6 

Births 

thou.pple.- 

y2 

35 

6,3 

36 

7,7 

37 

2,7 

38 

1,2 

38 

7,3 

39 

9,3 

39 

8,5 

40 

0,7 

39 

0,3 

39 

7,8 

41 

8,3 

Deaths, 

thou.pple.-y3 

14 
2,9 

14 
6,0 

14 
4,2 

14 
3,4 

13 
6,4 

13 
2,3 

13 
0,8 

13 
1,2 

12 
9,0 

13 
0,4 

13 
3,1 

Divorces, 

thou.pple.-y4 
39,5 41,6 44,9 48,5 51,5 52,7 53,3 52,0 54,6 54,8 59,8 

Migration  

growth, 

pple.- y5 

39 

8,6 

39 

2,6 

39 

7,6 

36 

7,6 

36 

1,7 

43 

4,6 

48 

5,5 

65 

1,8 

96 

8,5 

93 

0,1 

115 

5,5 

F
a

c
to

r
s 

st
a

n
d

a
r
d

 o
f 

li
v
in

g
 

Unemployed 

,thou.pple.– 

x1 

53,4 35,4 36,6 34,6 30,0 33,4 35,6 37,5 70,3 91,6 97,5 

The average 

monthly 

nominal 

wage, tg.– x2 

668 
90,0 

776 
11,0 

900 
28,0 

1012 
63,0 

1091 
41,0 

1210 
21,0 

1260 
21,0 

1428 
98,0 

1508 
27,0 

1626 
73,0 

1868 
15,0 

H
ea

lt
h

 i
n

d
ic

a
to

rs
 Hospitals, 

thou.– x3 
1,0 1,0 1,0 1,0 1,0 0,9 0,9 0,9 0,9 0,8 0,7 

Hospital 

beds,  pcs.– 

x4 

1212 
46,0 

1190 
26,0 

1176 
55,0 

1129 
68,0 

1074 
91,0 

1052 
19,0 

1024 
89,0 

1000 
79,0 

994 
65,0 

983 
71,0 

962 
86,5 

Doctors of 

all 

specialties, 

pple.– x5 

606 

56,0 

638 

55,0 

622 

39,0 

644 

32,0 

660 

38,0 

688 

64,0 

697 

22,0 

746 

11,0 

721 

34,0 

728 

77,0 

740 

46,0 

 

Let's calculate the correlation coefficient for the linear 

relationship and the existing factors - 𝑥𝑖. Determination 

of the correlation dependence is a rather laborious 

process. For these purposes, several computer programs 

for statistical analysis and data processing have been 

developed (for example software SPSS, Microsoft 

Excel, STATISTICA package from StatSoft, etc.) 

 

3.1 Research results 

The results of the correlation calculations obtained 

using iPython are shown in table 2. 

 
Table 2: Correlation matrix 

 x1 x2 x3 x4 x5 

 y1 0,69 0,99 -0,96 -0,98 0,95 

 y2 0,44 0,92 -0,85 -0,93 0,89 

 y3 -0,42 -0,82 0,79 0,93 -0,88 

 y4 0,52 0,95 -0,86 -0,96 0,88 

 y5 0,91 0,89 -0,93 -0,77 0,79 

 

The tightness of the connection is determined using 

the correlation coefficient, which is calculated specially 

and lies in [-1,1], with a direct relationship between the 

indicators, the correlation coefficient is greater than 0, 

and with an inverse one less than 0. The greater the 

absolute value of the correlation coefficient, the closer 

the relationship between indicators. For the practical 

purposes of this work, we used a correlation threshold 

of 0.5. For clarity, in figure 4, we present a graphical 

representation of the indicators of the correlation 

matrix. 

 

Figure 4: Graphic representation of the indicators of the 

correlation matrix 

 

As a result of the proposed correlation analysis, we 

found that the population (y1) has a high impact on the 

average monthly wage (x2), that is, as wages increase, 

their number increases along with improving the lives 

of the population. Since the number of beds in medical 

centers (x3) and hospitals (x4) has a negative impact on 

population growth, it can be concluded that the larger 
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the health sector, the more human capital develops. It 

was also found that people of all professions in our 

country have a positive impact on population growth. 

The effect of the number of births (y2) on the average 

monthly salary (x2), as well as on the number of beds in 

medical centers (x3) and hospitals (x4) was determined. 

That is, high monthly wages have a positive impact on 

population growth. The number of hospital beds (x4) by 

health centers (x3) had a negative impact on the birth 

rate. It was found that the number of hospital beds (x4) 

has the greatest impact on the number of deaths (y3). 

We see a direct effect of the number of divorces (y4) on 

the average monthly wage (x2). Migration growth (y5) 

is closely related to the number of officially registered 

unemployed (x1), ie the population is more 

concentrated in areas with labor-intensive industries. 

Studying the population of the Republic of Kazakhstan, 

we create three different models with the help of Python 

and compare their results. We use the following models: 

ARIMA (Autoregressive Integrated Moving Average), 

LSTM (Short-Term Memory Neural Network), and 

Facebook Prophet. We run Python in the jupyter 

notebook environment. The first ARIMA model was 

considered. The monthly population figures of the 

Republic of Kazakhstan, which we use for the program, 

were prepared for machine learning and stored in the file 

df_31_popul.csv. It consists of 2 columns of 120 rows 

(Figure 5). 
 

 

Figure 5: Population of the Republic of Kazakhstan(for 

the period 2011-2020) 

Using this data, we determine which of the given 

models gives values close to the forecast. In general, if 

we analyze this series graphically, figure 6 shows a 

trend moving in a certain direction.  

In the graph, we can see that there are many 

discrepancies in the data identified by the ARIMA 

model. Now how much better is the result when using 

LSTM. The difference between the LSTM model is 

shown in figure 8. 

The LSTM model is slightly closer to the target than the 

ARIMA model described above. 

The teachings of the Prophet model gave values close to 

the real meaning. This model differs from previous 

ARIMA and LSTM models. 

Now, comparing these models on the same diagram, we 

notice a difference in figures 10, 11, and 12. 

 
Table 3. The result of the implementation of 

ARIMA, LSTM, and Prophet algorithms 

Prophet 

RMSE 

ARIMA 

RMSE 

RMSE 

reduction, % 

6354,25 134404,83 95,27 

Prophet 

RMSE 

LSTM 

RMSE 

RMSE 

reduction, % 

6354,25 59780,43 89,37 

 

 
 

Figure 6: Population of the Republic of Kazakhstan (for 

the period 2011-2020) 

 

      

Figure 7: Population of the Republic of Kazakhstan 

 (for the period 2011-2020) 

 

We created a table comparing the Prophet model with 

the ARIMA and LSTM models. In table 3, the Prophet 

model showed 95% fewer errors than the ARIMA 

model and 89% fewer errors than the LSTM model. 

 

4. DISCUSSION OF RESULTS AND 

CONCLUSIONS 
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In our work, the correlation effect of factors influencing 

demographic trends was considered and analyzed. We 

carried out preliminary processing of data involved in 

the demographic process. The purpose of using different 

algorithms is to find the best model of time series 

forecasting, taking into account the minimization of 

errors and the high accuracy of the forecast. In machine 

learning, ARIMA, LSTM, and Prophet algorithms were 

used and compared to obtain estimated population 

values and our data reflects a trend in a certain direction, 

the ARIMA model can show a large error. The most 

popular "traditional" econometric 

 
Figure 9: The original data and the data studied by using 

the LSTM model 

 (for the period 01.01-01.12.2020) 

 

ARIMA model, the LSTM (Long Short Term Memory) 

deep learning model based on a repetitive neural 

network, and the Prophet model were compared and 

analyzed. A mathematical description of these 

predictive models is given. The algorithms were 

implemented in the Python programming environment 

during the Keras and Statsmodels libraries. The data 

were studied for the population of the Republic of 

Kazakhstan. The results of the study confirm the 

advantage of the Prophet model, which shows that the 

mean square error of RMSE is 95% less than using the 

ARIMA model and 89% less than using the LSTM 

model, showing the effectiveness of using an algorithm 

based on the Prophet model to improve time-series 

predictions. It is planned to use other algorithms to 

model demographic trends. 

Various research methods were used in the proposed 

work, including the method of description, methods of 

statistical and mathematical analysis, abstract-analytical 

method, 

 
Figure 10: The original data and the data studied by 

using the Prophet model 

(for the period 01.01-01.12.2020) 

 
Figure 11: The original data and the data studied by 

using ARIMA, LSTM, and Prophet models 

 (for the period 01.01-01.12.2020) 

 

 
Figure 12: Mean square error(MSE) and  root mean 

square error (RMSE) 

 
 

Figure 13: The original data and the data studied by 

using ARIMA, LSTM, and Prophet models 

 (for the period 01.01-01.12.2020) 

The comparative method, analysis, and synthesis, 

generalization, induction and deduction methods, 
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hypothesis presentation and testing, extrapolation and 

modeling, sociological methods of studying 

demographic behavior, cartographic methods, etc. In 

this case, the methods of statistical and mathematical 

analysis play a key role in the demographical process. 

The results of this work can be applied to use in 

increasing the depth and quality of monitoring 

demographic trends, improving the system of criteria 

used to describe population growth, and analyze the 

effectiveness of government policy. 
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